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The binding energies, geometries, and electronic structures of cationic iron�benzene and iron�pyridine
complexes have been studied by the two hybrid DFT-HF approaches mPW1PW91 and B3LYP, as well as the
AQCC and MR-AQCC extension. The AQCC results confirm the experimental binding energies derived from
threshold-CID experiments reported by Meyer et al., and Rodgers et al. as well as the previously reported C2v-
symmetric quartet ground state of iron�benzene. The iron�pyridine complex is coordinated via the N-atom
lone-pair and has a sextet ground state. Bond energies determined by the kinetic method apparently yield a
dissociation energy corresponding to the first excited quartet iron�pyridine complex. Both DFTmethods fail to
predict the correct ground state for cationic iron pyridine.

1. Introduction. ± Since the discovery of ferrocene in 1951 [1 ± 4] and the first
efficient synthesis of bis-benzene metal complexes in 1955 [5], organometallic
sandwich compounds have been studied extensively by various experimental and
theoretical approaches. Sandwich complexes1) of heterocyclic aromatic ligands have
also been synthesized, e.g., with pyridine as the most basic representative to yield
bis(�6-pyridine)chromium [10]. Cationic systems with a positively charged metal center
are quite important in some biological systems [11]; for example, cation�� interactions
have been observed in the binding site of acetylcholine esterase and alkylamine
dehydrogenase [11]. In recent work fromDunbar [12] [13], and Bohme and co-workers
[14] [15] advanced computational and experimental techniques were applied to probe
the complexation of transition-metal cations to arenes and also to more complex �
systems. Especially for transition-metal systems, cation�� interaction beyond simple
electrostatic binding is quite prominent. For example, the bond strength of Na� to
benzene (D0� 88.3� 4.3 kJmol�1) [16] is only less than half that of the Fe��benzene
bond (D0� 207.5� 9.6 kJmol�1) [17]. Quite helpful for our understanding of the
metal�ligand interactions of these systems is knowledge of the thermochemical data,
especially bond-dissociation energies (BDEs) of the metal fragment to the aromatic
ligands. The gas phase represents a perfect environment in which to study interactions
of arenes with isolated (−naked×) metal ions, because counter ions, aggregation effects,
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1) The term −sandwich complexes× for this class of then novel organometallic compounds was coined by
Wilkinson [6], and Dunitz and Orgel [7]. For superb essays on this topic, see [8] [9].



solvation, and other complicating bulk effects do not interfere. In this context, mass-
spectrometry-based experiments and quantum-chemical calculations complement each
other ideally.
In this article, the binding energies of Fe� to benzene (bz) and pyridine (py) are

investigated in some detail. Various experimental BDEs for these two systems have
been determined. Using the kinetic method of Cooks and co-workers [18] [19],
Schrˆder and Schwarz found BDE(Fe��bz)� 203.3� 8.4 kJmol�1 [20]. Armentrout
and co-workers obtained a threshold-CID value of 207.5� 9.6 kJmol�1 [17] [21]. In a
kinetic modelling study of Yang and Klippenstein [22], the best estimate for
BDE(Fe��bz) is a variable-reaction-coordinate transition-state theory (VRC-TST)
value of 208.8 kJmol�1, though being considered the most uncertain in their systematic
study of binding energies of benzene to transition metal cations. Bauschlicher et al.
performed ab initio calculations at the MCPF/DZP level of theory [23]. They assign a
BDE(Fe��bz) of 213.8 kJmol�1 ± with an estimated uncertainty of ca. 20 kJmol�1 ±
after adjustment of the dissociation asymptote to the experimental 6D/4F atomic
splitting of Fe� instead of the calculated one. The binding energy of iron�pyridine
cation has recently been determined to be 223.7� 8.9 kJmol�1 by Rodgers et al. in
threshold-CID experiments [24]. Cooks and co-workers measured BDE(Fe��py)�
205.0� 11.7 kJmol�1 by their kinetic method [25]. Another kinetic-method-based
binding energy of BDE(Fe��py)� 206.7� 10.0 kJmol�1 has been determined in our
group [26] [27]. In their study on singly- and doubly-charged iron�arene complexes
[28] Kaczorowska and Harvey have also calculated binding energies of Fe(bz)� and
Fe(py)� by density functional theory and conclude that the bond-energy difference
should be of the order of 10 to 30 kJmol�1 in favor of Fe(py)� .
The experimental studies on which this work is based used the two mass-

spectrometric techniques mentioned above. In the kinetics method, in which branching
ratios of competitive dissociations are analyzed, the rates kA and kB for either
metastable-ion or collision-induced dissociation of a bisligated complexM(A)(B)� into
the monoligated fragments M(B)� and M(A)� are related to the difference in binding
energy (�BDE) of M� to the ligands A and B, respectively, according to Eqn. 1.

�BDE�RTeff ln
kA
kB

(1)

Here, Teff is a parameter that describes the effective temperature appropriate for the
internal energy of the ions involved upon dissociation. Three requirements that must be
met are: i) the dissociation proceeds without a barrier, ii) the internal energy of the
(dissociating) complexes matches the Boltzmann distribution, and iii) the two ligands
are bound to the metal center in a similar fashion. Because the peak ratio of the two
fragments can be measured quite accurately, the kinetic method is a rather sensitive
tool for the determination of relative BDEs, i.e., in particular small differences in
binding energies.
In threshold-CID, a molecular-ion beam of the mass-selected monoligated system

of interest, i.e., M(A)� orM(B)� , with a well-defined internal energy is collided with an
ideally inert gas at variable energies. The threshold-collision energy for ligand loss then
correlates to the binding energy of the ligand to the remaining fragment. This method
provides a direct way for the determination of absolute binding energies.
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Results of recent experiments carried out in our group [26] [29] suggest that the
relative BDEs for Fe��bz and Fe��py disagree with the binding energies of Fe��bz
and Fe��py determined in an −absolute× fashion byMeyer et al. [17] and Rodgers et al.
[24], respectively, as well as with the relative BDEs determined by Cooks and co-
workers [25]. To elucidate the origins of these discrepancies and to characterize the
binding situations in those two molecules, we apply quantum-chemical calculations at
various levels of theory.

2. Computational Details. ± Density-functional calculations were performed with
the Gaussian98 [30] program package by means of the widely-used B3LYP [31] [32]
approach and the mPW1PW91 [33] DFT/HF hybrid functional, in conjunction with
double-zeta and triple-zeta quality type basis sets. For the monoligated complexes,
Fe(bz)� and Fe(py)� , the all-electron TZV basis set due to Ahlrichs and co-workers
[34] was used on iron and augmented with two uncontracted p-functions with
exponents �� 0.134915 and 0.041843, and one f polarization function (�� 2.5) [34].
Carbon, nitrogen, and hydrogen were described by Pople×s 6-311��G(d,p) basis sets
[35] [36]. For the sake of brevity, this basis set is referred to as TZP further below. At
this level of theory, geometry optimizations and frequency calculations were performed
to identify local minima and transition structures. The bisligated complexes were
optimized and characterized as local minima with the unmodified Ahlrichs-TZV basis
set on iron and 6-31G* basis sets [35] on the nonmetal atoms (DZP basis). Relative
energies were subsequently calculated as single points with the larger TZP basis set. To
assess the effect of the latter-mentioned mPW1PW91/TZP//mPW1PW91/DZP ap-
proach on geometries and energies, such calculations were performed on the
monoligated quartet complexes Fe(bz)� and Fe(py)� and compared to the
mPW1PW91/TZP results. The DZP iron�ligand distances differ by less than 2.5 pm
from the TZP geometries, and energies are identical within 0.5 kJmol�1. To account for
possible errors in the numerical integration due to low frequency modes, a fine grid of
590 angular Lebedev nodes and 99 radial nodes was used in all DFT calculations.
The two different DFT/HF approaches were applied for the following reasons. The

B3LYP functional has been shown to provide reasonably accurate geometries and
relative energies for many organic as well as several organometallic systems while
having modest computational demands [37]. ThemPW1PW91 functional is specifically
parametrized to adequately describe weak as well as noncovalent interactions [33]
associated with � complexes and transition structures, while, according to a theorem by
Lacks andGordon [38], retaining accuracy for the description of covalent bonds. As far
as transition metals are concerned, recent studies of Porembski andWeisshaar [39] [40]
suggest that the latter method is, in fact, more suitable for describing coordinatively
unsaturated transition metal compounds than the commonly employed B3LYP
approach. Specifically, the proper description of low-spin/high-spin separations in 3d
atoms is known to pose problems with B3LYP, where iron constitutes a notoriously
problematic case. For example, the previously used B3LYP/6-311�G* level of theory
[41] [42] predicts Fe�(4F, 3d7) to be 17 kJmol�1 more stable than Fe�(6D, 3d6 4s1),
whereas atomic Fe� actually has a 6D ground state according to spectroscopy [43] [44]
with the 4F first excited state 24 kJmol�1 higher in energy. Some improvement is
achieved with the larger basis set employed in this work, in that B3LYP/TZP gives the
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correct order of ground and excited states, while the computed state splitting of only
0.1 kJmol�1 in favor of Fe� (6D) is still much too small. Instead, much better agreement
is achieved at the mPW1PW91/TZP level of theory which predicts the Fe� (4F) excited
state to be 17 kJmol�1 higher in energy than the Fe� 6D ground state.
The use of DFT to compute different spin states of transition-metal compounds has

also been discussed by Reiher and Hess and co-workers [45] [46]. They have analyzed
the exact exchange part in hybrid density functionals with respect to the prediction of
ground state multiplicities. In addition, Hirao and co-workers have investigated the
performance of various density functionals on transition-metal dimers [47] [48].
It is well-known that a single determinant is not necessarily a spin eigenfunction.

Furthermore, in transition metal containing molecules near-degeneracy effects can play
a role. Thus, only multiconfiguration treatments may provide a realistic picture of such
complexes. As a first step, the CASSCF [49] approach accounts for nondynamic
correlation. Further, even for a qualitative description of metallic systems, dynamic
correlation has to be considered extensively. On the basis of the CASwavefunction, this
can be achieved by multireference variants of many-body perturbation theory (e.g.,
CASPT2) [50], the multireference averaged coupled-pair functional (MR-ACPF) [51]
method, or the multireference averaged quadratic coupled cluster (MR-AQCC) [52]
expansion. Classical truncated multireference CI (MRCI) [53] lacks size extensivity
and is, therefore, less advisable. For larger sized systems, the MR-AQCC method is
probably the most complete treatment of correlation energy presently possible.
However, the latter approach is computationally extremely demanding. Therefore,

reasonable compromises between accuracy and computing time are necessary. The
reasonably efficient CASPT2 method, though, is not suitable for two reasons. The
above-mentioned experimental sextet�quartet splitting of the iron cation cannot be
reproduced; for example, a CASPT2 calculation with a 3d 4s active space in
conjunction with an atomic natural orbital (ANO) basis set [54] on Fe� results in a
quartet ground state lying 18 kJmol�1 below the sextet state, thereby leading to a wrong
ground-state assignment, which may also produce wrong ground-state assignments in
the complexes. The AQCC/ANO sextet�quartet state splitting, on the other hand, is
31 kJmol�1 in favor of the 6D ground state of Fe�. Second, CASPT2 calculations on the
complexes lead to strong intruder-state problems causing the perturbation series to
diverge, as reflected by a blow-up of the wavefunction. Therefore, the lowest quartet
and sextet states of the Fe(bz)� and Fe(py)� complexes were calculated as single points
at the RHF-based single-reference AQCC level by means of the mPW1PW91/TZV
geometries. The lowest states were then computed at MR-AQCC level, and the iron-
ligand bond lengths were stepwise re-optimized to an accuracy of 0.1 pm.
For the AQCC and MR-AQCC [52] [55] [56] calculations, we employed the

internally contracted [57] variant available in the MOLPRO [58] suite of programs.
Iron was described by the augmented triple-zeta atomic natural orbital (21s 15p 10d 6f
4g)/[8s 7p 5d 3f 2g] basis set of Pou-Ame¬rigo et al. [54], carbon and nitrogen by
Dunning×s correlation-consistent valence triple-zeta (cc-pVTZ) basis sets [59]. For
hydrogen, the smaller cc-pVDZ basis set was used [59]. Basis-set effects were
examined with a larger quadruple-zeta (VQZ) type basis set, as well as a smaller
double-zeta (VDZ) basis set. The VQZ basis consists of the recently published cc-
pVQZ (20s 15p 10d 3f 2g 1h)/[6s 8p 6d 3f 2g 1h] basis set of Ricca and Bauschlicher
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[60] on iron and Dunning×s cc-pVQZ basis set [59] with up to f primitives on C and N;
for H the smaller cc-pVTZ basis set [59] was employed. The VDZ basis comprises Pou-
Ame¬rigo×s augmented double-zeta ANO (21s 15p 10d 6f)/[6s 5p 4d 2f] basis set for iron
and Dunning×s cc-pVDZ [59] for the nonmetals. In the RHF-based single-reference
AQCC calculations, the 1s 2s 2p 3s 3p(Fe) and the 1s(C) and 1s(N) core electrons were
kept frozen. The active space in the CASSCF calculations comprised the 3d 4s(Fe) and
��* ligand orbitals, while the remaining twelve occupied valence 2s 2p orbitals of the
ligand were always doubly occupied but optimized for each state. In the following
internally contracted MR-AQCC computations, no excitations were allowed from
those twelve remaining valence and the 15 core orbitals, and all configuration-state
functions (CSFs) having a coefficient larger than 0.025 were included as reference
functions. Clearly, correlation of all valence orbitals would be highly desirable;
however, this exceeds limitations of both the program used and the allocated
computational resources. To determine the binding energies, the ground states of
isolated Fe�, benzene, and pyridine have been calculated.

3. Results and Discussion. ± The bond dissociation energies of Fe(bz)� and Fe(py)�

along with the corresponding �BDE values determined by threshold-CID and kinetic
methods are given in Table 1. Although all values are consistent within their error bars,
there are conflicting details. A first notable point is the rather large difference in�BDE
for the threshold-CID and kinetic methods. According to the threshold-CID measure-
ments, pyridine is over 16 kJmol�1 more strongly bound to Fe� than benzene, whereas both
kinetic approaches yield almost identical binding energies for Fe(py)� and Fe(bz)�

(��BDE �� 2 kJmol�1). Second, the two values determined with the kinetic method
contradict each other in that they yield different signs for �BDE. Note that the ratios of
benzene vs. pyridine losses in each kinetics-method experiment are accurate and
reproducible and do not allow for an inversion of sign (for a discussion, see further below).

We will first discuss our density-functional-theory (DFT) results to assess how the
cationic iron complexes are bound and to evaluate the binding energies of Fe(bz)� and
Fe(py)� . In the Fe(bz)� complex, iron is coordinated to the � cloud of the benzene
ligand. Pyridine, on the other hand, may bind to Fe� either as a � donor (Fe� above the
ring) or as a � donor (Fe� in the ring plane), with the lone pair at the N-atom as the
coordination site. Next to effects due to charge-induced or ion�dipole interaction,
bonding of the metal ion to these ligands is anticipated to be dominated by effects

Table 1. Bond Dissociation Energies and �BDEsa) for Fe(bz)� and Fe(py)� from Threshold-CID and Kinetic
Method Studies. Values are given in kJmol�1.

Fe�-bz Ref. Fe�-py Ref. �BDEa) Ref. Method

207.5� 9.6 [17] 223.7� 8.9 [24] � 16.2 Threshold-CID
209.2b) � 1.7� 0.9 [25] Kinetics method
206.7b) 0.8� 0.4 [26] Kinetics method

a) The difference in bond dissociation energies is defined as �BDE�BDE(Fe�-bz) ± BDE(Fe�-py). b) For the
sake of consistency, the absolute binding energy is calculated from the experimental �BDE value in
combination with BDE(Fe�-bz) from [17]. Note thatMa et al. used a different BDE(Fe�-bz) as anchor point in
[25].
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caused by promotion, hybridization, and orientation of the singly or doubly occupied d
orbitals on the metal ion. For Fe�, promotion from the ground state 3d6 4s1 electron
configuration into the 3d7 occupation may lead to a gain in interaction energy, as
population of the more compact d orbital reduces the effective size of the ion, thereby
allowing it to approach closer to the ligand.
Particularly in the �-bound complexes, metal d to ligand �* donation may also

contribute to binding. It is, thus, most favorable to occupy those d orbitals, which
maximize donation into the �* orbitals. Additional electrons must go into orbitals that
overlap with � orbitals, thereby increasing metal�ligand repulsion. Within C6v
symmetry, for example, the metal d orbitals transform as a1(d�), e1(d�), and e2(d�),
the ligand �* orbitals transform according to the b1 and e2 representations. Accordingly,
only the e2(d�) orbitals may, by symmetry restriction, donate into the �* orbitals,
because there is no b1(d) counterpart for the b1(�*) orbital. The a1(d�) overlap is small
in face-centered � complexes, as the compact orbital points into the −hole× of the ligand.
Thus, the electronic states of the complex are determined by the filling order e2(d�),
a1(d�), e1(d�). In reduced symmetries (e.g., C2v), this ordering is assumed to be much
less pronounced, because each irreducible representation at the ligand orbitals has a
corresponding match in the metal d orbitals.
In the C2v-symmetric � complex of Fe(py)� , ordering of the electronic states is

determined by metal d to ligand � orbital donation leading to repulsive interaction. The
least overlap is given by d� orbitals. d� Orbitals point either towards the ring plane or
perpendicularly to the � cloud of the ligand, whereas the d� orbital directly protrudes
into the lone pair at the N-atom and will strongly mix with the ligand×s molecular
orbitals forming the metal�ligand bond, as the lone pair of the N-atom donates into the
d� orbital of iron. Thus, the energetically most favorable orbitals are the d� and d�
orbitals, followed by d�.

DFT Energies and Geometries. Both, mPW1PW91 and B3LYP, predict quartet
configurations as the electronic ground states for all complexes, including the transition-
state structure between the � and � structures of Fe(py)� (Table 2). In Fe(bz)� , the

Table 2. Relative Energies [kJmol�1] for Doublet, Quartet, and Sextet States of Fe(bz)� and Fe(py)�

Symmetry State Erel(mPW1PW91) Erel(B3LYP)

Fe(bz)� C2v 4A1 (3da413da123db113db12) 0.0 0.0
C6v 6E2 (3da113de213de324s1) 70.5 94.2
C2v 2B1 (3da413da223db11) 128.9 119.2

Fe(�-py)� Cs 4A� (3da�5 3da��2) 0.0 0.0
±a)

C1 2A (3da7) 94.0 88.9
TSb) Cs 4A� (3da�5 3da��2) 0.0 0.0

±a)
C1 2A (3da7) 112.0 102.8

Fe(�-py)� C2v 4A1 (3da41 3da123db113db12) 0.0 0.0
C2v 6A1 (3da31 3da12 3db11 3db12 4s1) 11.3 36.4
C2v 2A1 (3da31 3da22 3db11 3db12) 114.8 107.2

a) For the Fe��pyridine � complex, no local minimum could be located at the sextet spin multiplicity PES. The
same, consequently, applies to the transition structure. b) Transition structure for � to � conversion of Fe(py)� .

��������� 	
����� ���� ± Vol. 86 (2003) 1013



sextet state is predicted to be by 71 and 94 kJmol�1 higher in energy than the
corresponding quartet species at the mPW1PW91 and B3LYP levels of theory,
respectively. The doublet state is by yet another 58 and 25 kJmol�1, respectively, less
stable. Due to the fact that the occupied and virtual � orbitals of pyridine are lower-
lying than those in benzene, � back-bonding from the metal d orbitals appears to play
an important role in the structure of these � complexes, thus disfavoring high-spin
complexes. Accordingly, for the Fe(py)� � complex, no sextet minimum structure could
be located, and the absolute energy of the complex rather gradually decreases when
approaching the �-bound structure; consequently, we assume that there exists no sextet
transition structure. The doublet structure of the �-bound Fe(py)� complex lies by ca.
90 kJmol�1 higher in energy than the corresponding quartet species (Table 2).
Similarly, the doublet transition structure for the � to � conversion of Fe(py)� is by
112 and 103 kJmol�1, respectively, less favorable than the quartet one. In the Fe(py)� �
complex, the sextet species is ± especially at mPW1PW91 level (11 kJmol�1; B3LYP:
36 kJmol�1) ± quite close to the quartet one, whereas the doublet configurations are by
more than 100 kJmol�1 less stable at both DFT levels. In general,mPW1PW91 predicts
sextet species by ca. 15 kJmol�1 lower in energy than B3LYP, which is manifested in the
difference in the atomic Fe� sextet�quartet splitting of 17 kJmol�1 (see above).
Similarly, doublet species are ca. 5 ± 10 kJmol�1 higher in energy than the B3LYP
values. Otherwise, both functionals yield similar ground state wavefunctions and
electron configurations.

Fig. 1 shows the ground state structures of the ligands benzene and pyridine and
those of the cationic iron complexes, calculated at mPW1PW91/TZP and B3LYP/TZP
levels. Both functionals yield similar geometries, B3LYP with a tendency for slightly
longer C�C and C�N bonds. In the ligated species, the ligand�iron distances,
particularly for the � complexes, are predicted to be somewhat shorter at the
mPW1PW91 level of theory as compared to the B3LYP ones, which is in part probably
due to the additional parametrization for noncovalent interactions in the mPW1PW91
functional. Unless indicated otherwise, the geometries discussed in the following refer
to the mPW1PW91 calculations only.
In the quartet ground state of Fe(bz)� , the partial occupation of 3d� and 3d�

orbitals, which are otherwise degenerate in C6v symmetry, results in a modest
Jahn�Teller distortion to C2v symmetry. In agreement with previous work [22], this
produces a boat-shaped ligand with the twofold C-atoms bending toward the metal ion
and slightly increased C�C bond lengths. The CCCC dihedral angle amounts to 6�. The
4A1 ground state is derived from a 3d7 occupation with doubly occupied orbitals in the a1
irreducible representation, thus donating into the �* orbitals with a doubly occupied d�
orbital and, at the same time, keeping repulsion to a minimum with a doubly occupied,
compact d� orbital. The iron�benzene distance is 179 pm (Fig. 1). As a result of metal-
to-ligand �* donation, the C�C bond lengths of the ligand are ca. 1 pm longer than in
free benzene. The 6E2 complex exhibits C6v symmetry with an electron occupation that
satisfies the above requirements of metal to �* donation, namely, the doubly occupied
3d orbital matches ligand �* orbitals, i.e., it is in the e2 irreducible representation. Due
to the larger size of the metal ion in the sextet state derived from a 3d6 4s1 configuration,
the metal�ligand distance of 216 pm is by 37 pm longer than that in the quartet ground-
state complex. The C�C bonds in the benzene ligand are only slightly distorted, i.e.,
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less than 1 pm increased bond length. In the 2B1 state, distortion of the ligand is similar
to the quartet case, with a CCCC dihedral of 5�, while the metal�ligand distance of
157 pm is by 22 pm shorter than in the quartet complex (179 pm) due to stronger 3d to
�* interaction. Accordingly, the C�C bond lengths are 1 and 3 pm, respectively, longer
than in the free ligand.
In the quartet ground state of the Cs symmetric Fe(py)� � complex, the iron cation

is located slightly off the center on top of the pyridine ring. The distance of iron to the
N-atom is 7 pm longer than that to C(4) (Fig. 1), the iron�ligand distance amounts to
175 pm. In analogy to the Fe(bz)� quartet structure, the pyridine ligand is slightly boat-
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Fig. 1. mPW1PW91/TZP Geometries of quartet structures of the � and � complexes of Fe(py)� , the
corresponding transition-state structure (TS), and those of pyridine, benzene, and Fe(bz)� . Bond lengths are

given in pm (B3LYP/TZP numbers are in parentheses).



shaped where N and C(4) point towards the metal ion, the CCCC dihedral angle is 6�
with a CNCC dihedral angle of 7�. The 4A� electronic ground state arises from a
configuration with doubly occupied d�- and d�-type orbitals of a� symmetry, giving rise
to metal d to ligand �* donation and as little as possible repulsion at the same time, just
as in the Fe(bz)� quartet complex. The ligand×s C�N bond length increases by ca. 2 pm
compared to free pyridine, the C�C distances are 1 and 2 pm longer, respectively. The
doublet structure has C1 symmetry due to a slight twist in the pyridine ligand. The
iron�pyridine distance is now 167 pm, and the C�C and C�N distances are by 2 ±
3 pm longer than in the free ligand.
Likewise, the transition-state structure between the � and � structures of Fe(py)�

exhibits Cs symmetry with a 4A� ground state derived from doubly occupied d�- and d�-
type orbitals of a� symmetry. The transition-state structure is very similar to that of the
�-bound complex, and, thus, reactant-like (starting from the � complex) according to
the Hammond postulate. The imaginary mode of 144i cm�1 describes a movement of
the Fe-atom along the Cs mirror plane toward the center of the ligand and concerted
movement of the ligand center towards iron, and vice versa (see vector arrows in
Fig. 1). The doublet transition-state structure has C1 symmetry and is somewhat less
similar to the geometry to the � complex (r(Fe�N)� 196 pm; r(Fe�C4)� 301 pm).
The 4A1(C2v) ground state of the Fe(py)� � complex is derived from a 3d7

configuration with doubly occupied a1 orbitals. Thus, metal�ligand repulsion is small
due to occupation of a nonbonding a1(d�) orbital. The pyridine N-atom lone-pair �
orbital donates into the other orbital of a1 symmetry, a d�/4s-type hybrid orbital. Note
that the �S2� expectation value of 3.97 in this complex is too high for a quartet spin state
and, thus, contains some sextet admixture. The Fe�N bond length is 201 pm, the C�N
distance in the pyridine ligand is slightly shorter than in the � complex, the C�C bonds
are by ca. 2 pm shorter; the C(2)�C(3) distance (138 pm) is even shorter than in free
pyridine (139 pm). The 6A1 state features a doubly occupied a1 (d�) orbital and a singly
occupied 4s orbital, which results in a longer Fe�N bond (210 pm), while the ligand
bond lengths are almost the same as in the quartet structure. The doublet species has a
C2v structure with a 196-pm Fe�N bond and two doubly occupied orbitals of d� and d�
type. The two d�-type b1 and b2 orbitals are singly occupied with � spin, the remaining
a1(d�) orbital has a single � spin electron. Again, this spin state is associated with
sizeable spin contamination (�S2�� 1.75).
In all ground state complexes, the spin density is located at iron. In the �

complexes and the transition-state structure, the NBO [61] charge distribution
leaves a partial charge of � 1.05 on iron, while, in the � complex of Fe(py)� , some
electron transfer from the pyridine ligand to the iron cation results in a partial
charge on the metal of � 0.86 in the quartet state and � 0.90 in the sextet state,
respectively.

Pyridine � vs. � Coordination. Although in most cases pyridine prefers to bind via
the N-atom lone pair, we have found that � coordination is also feasible. An
experimental indication for � coordination is the fact that the atomic iron cation
accomodates up to four pyridine ligands [62], which would be too many for purely �
coordinated ligands [15]. Fig. 2 shows the energy profile for the � to � rearrangement of
singly-ligated Fe(py)� . Both functionals agree in that the � complex is the ground state
structure, the � structure lying by 39 (mPW1PW91) and 64 kJmol�1 (B3LYP) higher in
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energy, respectively. Especially at the B3LYP level, the potential-energy surface is
fairly flat in the region of the Fe(py)� � complex with a small barrier (B3LYP:
13 kJmol�1; mPW1PW91: 20 kJmol�1) between the � complex and the more stable �
structure. Both the TS and �-bound Fe(py)� are by 17 and 25 kJmol�1, respectively,
lower in energy atmPW1PW91 than at B3LYP level. Obviously, the � complex benefits
from the additional parametrization for noncovalent interaction in the mPW1PW91
functional.

For the evaluation of the kinetic method data, the bisligated complex Fe(bz)(py)� is
also of interest. The two isomers, Fe(bz)� with a �- and with a �-coordinated pyridine
ligand, have been calculated at mPW1PW91/TZP//mPW1PW91/DZP and B3LYP/
TZP//B3LYP/DZP levels. Table 3 shows that, as with the monoligated Fe(py)�

complex, the �-bound bisligated structure is more stable than the sandwich-type �
complex. Again, the ground state for both complexes is a quartet electron
configuration. Next follow doublet configurations, whereas the sextet states are by
more than 160 kJmol�1 above the quartet states and thus clearly disfavored energeti-
cally at this level of theory.

Fig. 2. Potential-energy surface for � to � rearrangement of Fe(py)� , calculated at mPW1PW91/TZP and
B3LYP/TZP levels of theory. The energies include zero-point-energy vibrational contributions.
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DFT Binding Energies. Besides the absolute binding energies of Fe(bz)� and
Fe(py)� , a pivotal question for the kinetic �BDE measurements is which of the two
ligands, pyridine or benzene, is more strongly bound to Fe�. Table 4 shows the bond
dissociation energies calculated at mPW1PW91/TZP and B3LYP/TZP levels; binding
energies refer to the 6D(Fe�) ground state asymptote. The basis-set superposition error
(BSSE) has been estimated atmPW1PW91 level by the Counterpoisemethod [63] and
is calculated to be 6 ± 8 kJmol�1. At both levels of theory, D0(Fe��bz) is identical
within 3 kJmol�1 (mPW1PW91: 239 kJmol�1; B3LYP: 236 kJmol�1), and it is predicted
to be by ca. 30 kJmol�1 larger than the experimental value of 208 kJmol�1 measured by
Meyer et al. [17]. The �-bound Fe(py)� complex, on the other hand, has a binding
energy of 229 kJmol�1 according to the mPW1PW91 functional and is, thus, smaller
than D0(Fe��bz) but B3LYP predicts �-Fe(py)� to be more strongly bound than
Fe(bz)� . The difference in binding energies for �-Fe(py)� at the two levels amounts to
almost 27 kJmol�1. Note that the mPW1PW91 binding energy of the � complex is in
agreement within the estimated experimental uncertainty of 224� 9 kJmol�1 reported
by Rodgers et al. [24]. The binding energy of the Fe(py)� � complex, in turn, is almost
the same at the mPW1PW91 and B3LYP levels, namely 186 kJmol�1. Apparently, not
the �-bound structures but �-Fe(py)� is the molecule that is being described differently
by the two functionals, although the distinction is expected to stem from para-
metrization of noncovalent contributions, including the � interaction in the
mPW1PW91 functional. The differences in binding energies at the two levels of
theory amount to �BDE(mPW1PW91)� 11 kJmol�1 and �BDE(B3LYP)�
�19 kJmol�1. Clearly, this disagreement in calculated �BDEs between the
mPW1PW91 and B3LYP functionals is unsatisfactory: A brief cross-check with other
density functionals, however, does not give a conclusive answer. To determine whether
the one-parameter exact exchange part in themPW1PW91 functional is responsible for
the disagreement, we performed B1LYP calculations, which yield a �BDE of
�29 kJmol�1, i.e., the same sign as the B3LYP one. Using the unmodified PW91
functional leads to �BDE� 24 kJmol�1, which has, in turn, the same sign as the
mPW1PW91 value. Thus, neither the modification for noncovalent interactions in
mPW1PW91 nor the difference in exact exchange contribution cause the differences.

Comparison of the Two Kinetics-Method �BDEs. Cooks and co-workers found that
the Fe��py bond is 1.7 kJmol�1 stronger than that of Fe��bz compared to a reversed
�BDE��0.8 kJmol�1 determined in our group. While, in the experiments of
Schroeter et al. [26] [27], dissociation proceeds viametastable ion decay, fragmentation
occurs after collision-induced dissociation in the experiments of Ma et al. [25].
Additionally, unlike the measurements by Schroeter et al., the results of Cooks and co-

Table 3. Relative Energies [kJ mol�1] for Doublet, Quartet, and Sextet States of Fe(bz)(py)�

Symmetry State Erel(mPW1PW91) Erel(B3LYP)

Fe(bz)(�-py)� C1 4A 0.0 0.0
C1 2A 83.1 81.3
C2v 6A1 168.1 181.4

Fe(bz)(�-py)� C1 4A 87.7 89.3
C1 2A 96.4 122.0
C1 6A 249.7 274.2
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workers could not be obtained via direct comparison of BDE(Fe��bz) and
BDE(Fe��py) but were determined in two steps via �BDE(bz/4-CD3-py) and
�BDE(4-CD3-py/py), because a mass separation of �m/z� 1 is difficult to achieve in
their quadrupole device, which would be necessary, however, to directly distinguish
benzene/Fe� and pyridine/Fe�. This two-step procedure may be a point of weakness or
an additional source of error, because the error increases with increasing mass
difference, and the errors of the single measurements are additive. The difference in the
two �BDEs, however, cannot be explained by merely accounting for this additional
source of error.
Although the absolute binding energies reported in Table 1 refer to 0 K, the relative

BDEs from the kinetic method rely on a finite temperature of the dissociating ions
(Teff), which has been discussed controversially in the literature [64 ± 66], and which
may well be another source of error. To investigate possible effects of Teff, we computed
the temperature dependence of �BDE. Both density functionals agree in the thermal
behavior such that they give identical, negative slopes as shown in Fig. 3. As discussed
above, neithermPW1PW91 nor B3LYP are capable of reproducing either experimental
�BDE, and, taken separately, neither graph crosses �BDE� 0 in Fig. 3. After moving
the graph, however, such that it is adjusted to the experimental value at Teff� 473 K,
sign inversion occurs at ca. 1000 K. The trend in temperature dependence of �BDE is
thus somehow reproduced qualitatively but is by no means quantitatively accurate.
Ab initio Computations. As the DFT binding energies do not provide a conclusive

answer, obviously, a more-rigorous approach to the determination of binding energies
is indicated. To this end, CI-type calculations at averaged quadratic coupled cluster
(AQCC) level were employed. Note that the iron�benzene and iron�pyridine
complexes cannot necessarily be described with single-reference methods. Contribu-
tions from configuration state functions (CSFs) arising from near-degenerate 3d
orbitals on iron and from � to �* excitation on the ligand are non-negligible. A
complete valence-space multireference treatment of these systems, however, is out of
question. Therefore, we studied the lowest quartet and sextet states of Fe(bz)� and
Fe(py)� by the RHF-based single-reference AQCC formalism while including
correlation treatment of all valence orbitals. The molecules are calculated as single-
points at themPW1PW91/TZV geometries with larger, correlation-consistent basis sets
(see Sect. 2). Furthermore, multireference AQCC calculations were performed starting
frommulticonfigurational SCF wavefunctions with 13 electrons in 12 active orbitals (3d
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Table 4. DFT BDEs [kJ mol�1] for Cationic Iron�Benzene and Iron�Pyridine Complexes

De
a) BSSE ZPVE D0

b)

Fe(bz)� mPW1PW91 248.3 � 7.8 � 1.3 239.2
B3LYP 244.5 � 0.9 235.8

Fe(�-py)� mPW1PW91 238.7 � 5.6 � 5.0 228.6
B3LYP 266.0 � 5.3 255.1

Fe(�-py)� mPW1PW91 194.6 � 7.7 � 0.9 186.0
B3LYP 194.0 � 0.6 185.7

a) Bond-dissociation energy at zero K. b) Bond-dissociation energy at zero K including ZPVE and BSSE
correction.



4s of Fe and � �* of the ligand), while the remaining occupied valence orbitals were
kept frozen, and only the 12 active and the remaining virtual orbitals were correlated in
the subsequent MR-AQCC calculations. At this level of theory, the iron�ligand bond
distance was re-optimized.

AQCC and MR-AQCC Binding Energies. Table 5 contains binding energies for
quartet and sextet states of Fe(bz)� and Fe(py)� . The geometries are taken from the
corresponding quartet and sextet mPW1PW91/TZP structures. The AQCC results
confirm the 4A1 ground state for Fe(bz)�with a binding energy of 199 kJmol�1, which is
within the experimental uncertainty of the threshold-CID value measured byMeyer et
al. [17]. The nearest sextet state (6E2) is by 22 kJmol�1 less stable. The iron�pyridine �
complex, however, in contrast to the DFTresults, possesses a sextet ground state at the
AQCC level of theory. The 6A2 state of Fe(�-py)� is derived from a doubly occupied
a2(d�) orbital and is predicted to be by 32 kJmol�1 more stable than the lowest 4A2
electronic state. Note that, again, the calculated binding energy of 230 kJmol�1 is in
agreement within the experimental uncertainty of the threshold-CID value (224�
9 kJmol�1) reported by Rodgers et al. [24]. Similar to the DFT results, the 4A2 state of
Fe(py)� is derived from a doubly occupied d� orbital and a doubly occupied d� orbital.
All quartet states are energetically very close and almost equivalent. The �-bound
Fe(py)� complex is by 56 kJmol�1 less stable than quartet Fe(�-py)� and even
88 kJmol�1 above the sextet ground state of Fe(py)� , thereby confirming that �
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Fig. 3. Temperature dependence of �BDE calculated at DFT level of theory. Triangles and squares represent
mPW1PW91 and B3LYP results, respectively, and circles represent empricially adjusted mPW1PW91 values

(see text).



coordination in Fe(py)� complexes plays, if at all, a minor role. The binding energies of
4A1 Fe(bz)� and the lowest quartet state 4A2 of Fe(py)� are almost identical, with
�BDE� 0.4 kJmol�1, being close to the�BDE values found by Schroeter et al. [26] [29]
andMa et al. [25]. This indicates that, in the kinetics-method experiments, starting from
bisligated 4A Fe(bz)(py)� and thus generating, in a spin-allowed dissociation quartet,
iron�benzene and iron�pyridine fragments, �BDE is measured as the difference in
binding energies of the two quartet species Fe(bz)� and Fe(py)� , and not as the
difference between the two ground state complexes, 4A1 Fe(bz)� and 6A2 Fe(py)� . Note
that despite the erroneous quartet ground state assignment for Fe(py)� at DFT level,
the computed difference between the quartet and sextet states for the bisligated
complex Fe(bz)(py)� is substantially higher (�EmPW1PW91(4A1/6A1 Fe(py)�)�
11 kJmol�1, �EmPW1PW91(4A/6A1 Fe(bz)(py)�)� 168 kJmol�1). Thus, although the
quartet ground state of the Fe(bz)(py)� could not be confirmed at AQCC and MR-
AQCC levels simply for economical reasons, the nearest sextet state lies energetically
too high as to be considered relevant for the kinetics-method experiment and for
fragmentation to sextet Fe(py)� .

Both the quartet and sextet states of Fe(bz)� contain contributions from � to �*
doubly external configurations with coefficients of ca. 0.06, indicating that, for a
complete description, those configurations should be taken into account. The external
contributions of � to �* excitations to the 6A2 state of Fe(py)� are higher than in
Fe(bz)� , and the coefficients amount to 0.07. In the quartet state of Fe(py)� , an
additional external configuration due to excitation into the unoccupied 4s orbital
appears with a coefficient of 0.16. Accordingly, the 4s orbital of iron is not only

Table 5. AQCC and MR-AQCC Binding Energies [kJmol�1] at 0 K of Fe(bz)� and Fe(py)� . Equilibrium
distances re, i.e. , r(Fe�bz) and r(Fe�N), respectively, are given in pm.

AQCC MR-AQCC Exper.

Te
a) De De re De

Fe(bz)� (C2v) 4A1 0.0 198.9 192.5 180.6 207.5� 9.6
4A2 12.1 186.8
4B1 61.9 137.0
4B2 55.8 143.1

Fe(bz)� (C6v) 6A1 34.3 164.6
6E1 49.6 149.2
6E2 22.1 176.8

Fe(�-py)� (C2v) 4A1 31.8 198.4 155.7 202.0
4A2 31.6 198.5 156.9
4B1 34.8 195.4 129.9
4B2 33.2 197.0 134.1

Fe(�-py)� (C2v) 6A1 0.1 230.1 194.9 213.8 223.7� 8.9
6A2 0.0 230.2 198.6
6B1 22.1 208.1 174.0
6B2 15.9 214.3 140.9

Fe(�-py)� (Cs) 4A� 88.0 142.2
4A�� 97.6 132.5

a) Term energies relative to the ground-state species.
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involved in the sextet configurations but also plays a role for the quartet state of
Fe(py)� . Thus, for a multireference treatment, the active space in the CASSCF
calculations is chosen as 3d 4s(Fe) and ��* (ligand). In the subsequent MR-AQCC
computations, the remaining 27 occupied orbitals, which also include the 12 occupied 2s
2p valence ligand orbitals next to the 15 core orbitals, are kept frozen.
At MR-AQCC level, the Fe(bz)� binding energy of 193 kJmol�1 is close to the

single-reference AQCC value. The iron�pyridine � complex remains a sextet ground
state species but has a binding energy of only 199 kJmol�1, and the quartet Fe(�-py)�

complex is only bound by 157 kJmol�1. Note that at this level, the BDE of 4A2 Fe(py)�

is by 36 kJmol�1 lower than that of 4A1 Fe(bz)� , while that of 6A1 Fe(py)� is only by
6 kJmol�1 higher than that of 4A1 Fe(bz)� . The electron configurations for Fe(bz)� and
sextet Fe(�-py)� are equivalent in all computational approaches, quartet Fe(�-py)� , in
contrast to the DFTand AQCC results, however, has a fairly high 4s occupation due to
strong mixing with the d� orbital. This phenomenon is already indicated by the large
spin contamination of quartet Fe(�-py)� in the DFT calculations. The iron�ligand
distances are by ca. 2 ± 4 pm longer than themPW1PW91/TZP ones. Presumably, upon
correlation of the remaining valence orbitals, those bond distances will slightly
shorten.
To probe basis-set effects on the binding energies, we performed single-point MR-

AQCC calculations on the monoligated complexes 4A2 Fe(py)� , 6A2 Fe(py)� , and 4A1
Fe(bz)� at the MR-AQCC/triple-zeta geometries with a larger quadruple-zeta basis set
(VQZ) as well as a smaller double-zeta basis set (VDZ). For a comparison of −pure×
binding energies without interfering changes in the sextet-quartet splitting of Fe�,
Bauschlicher×s spin correction [23] was applied. Thus, binding energies of the quartet
complexes are calculated with respect to the excited 4F(Fe�) asymptote and
subsequently corrected by the experimental 6D�4F separation (averaged over J levels)
of 23.94 kJmol�1. The BDE of the quartet iron�pyridine complex decreases gradually
from 176 kJmol�1 (VDZ) over 165 kJmol�1 (VTZ) down to 161 kJmol�1 (VQZ)
indicating convergence at higher levels and decreasing BDE with increasing basis set;
nevertheless, the difference between the triple-zeta and the quadruple-zeta basis sets is
quite acceptable. The same difference between VTZ and VQZ binding energies applies
to 6A2 Fe(py)� , but with opposite sign, i.e., the BDE of 6A2 Fe(py)� increases with
increasing basis-set size. The different basis sets have virtually no effect on the binding
energy of 4A1 Fe(bz)� , which is 200 kJmol�1 in all three cases. Hence, the VTZ basis set
is not fully saturated but certainly appropriate for this study.
The MR-AQCC/VQZ calculations also ascertain the sextet ground state of

Fe(py)� . The separation between the sextet and quartet state amount to 38 kJmol�1,
which compares well with that of the triple-zeta MR-AQCC (42 kJmol�1) and AQCC
(32 kJmol�1) values.
One possible reason for the lower bond energies of the MR-AQCC calculations in

comparison to the single-reference AQCC ones is the lack of correlation of the
remaining twelve occupied ligand 2s 2p valence orbitals describing the ligand ring
frame and the C�H bonds. The fact that the Fe(py)� complexes apparently suffer to a
greater extent is in part probably due to the lower-lying � and �* orbitals in the pyridine
ligand as compared to benzene, which mix more strongly with the ring-frame orbitals.
The MR-AQCC extension with 12 active and 27 core orbitals applied in this study
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probably is best suited to describe the electronic valence situation in the complexes but
also lacks a complete treatment mainly of dynamic correlation. At this point, we, thus,
refer to the AQCC binding energies as a basis for discussion.

4. Conclusions. ± Density functional theory and ab initiomethods have been used to
study cationic iron�benzene and iron�pyridine complexes in terms of electronic
structures, geometries, and binding energies. We have found that the Fe(py)� complex
is �-bound and has a sextet ground state. Apparently, the DFT methods cannot
reproduce the electronic ground state of Fe(py)� , but predict a quartet ground state.
Furthermore, the AQCC calculations favor the threshold-CID experiments, i.e.,
pyridine is clearly more strongly bound to Fe� than benzene. Even though B3LYP
predicts Fe(py)� to be by 19 kJmol�1 stronger bound than Fe(bz)� , this is the right
answer for the wrong reason (Fe(py)� is not quartet). In that respect, mPW1PW91
performs better, such that quartet Fe(py)� is less favored over sextet Fe(py)� , that is to
say, at B3LYP level, quartet Fe(py)� is being artificially stabilized. Hence, this is also
the case for the two different �BDEs calculated atmPW1PW91 and B3LYP levels. For
a complete description of the electronic structure of the cationic iron�benzene and
iron�pyridine complexes, a full-valence multireference treatment would be desirable.
Our moderate MR-AQCC calculations show that the 4s(Fe) orbital is also strongly
involved in the quartet Fe(�-py)� complex, and that correlation of the ligand�ring
valence electrons is necessary for the energetic description of the iron�ligand bond.
The kinetics-method experiments start from a bisligated quartet Fe(bz)(py)�

complex that dissociates into the two monoligated quartet species Fe(bz)� and
Fe(py)� . The measured �BDE, therefore, corresponds to the difference in binding
energies of the two quartet complexes, and not quartet Fe(bz)� and sextet Fe(py)� . In
addition, one of the prerequisites for kinetics-method experiments cannot be met,
namely the bisligated complex does not have ligands which are bound to Fe� in a
similar fashion. A possible reason for the deviating signs of the �BDE values derived
by Ma et al. [25] and Schroeter et al. [26] [27] [29] might be the choice of the effective
temperature, Teff, in the evaluation of the experimental data.
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